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Abstract

The popularity of role-playing video games
(RPGs) continues to increase over time. These
types of games often afford players multiple
options for how they wish to accomplish any
given task, which adds to their appeal. Most
commonly, RPGs employ a finite state dialogue
management system taking the form of a graph
structure, where the set of possible utterances at
a given node depend on the current game state.
From the player’s perspective, these appear as
a list of pre-written dialogue options that can
be chosen to advance the conversation, thus
limiting a player’s role-playing to the available
options. In this paper, we investigate a hybrid
dialogue management approach, which allows
players more freedom while staying true to the
dialogue graph created by the game’s designers.
Instead of seeing a list of options, players are
provided an open-ended text field. A virtual
game master (GM) is then tasked with either
mapping the player input to one of the dialogue
options, or providing in-character feedback to
guide players into typing an utterance which the
virtual GM can successfully map to an dialogue
option. As a preliminary study, we investigate
simulated players with a suite of virtual GMs,
including a random baseline within the video
game Disco Elysium: The Final Cut.

1 Introduction

During the 1970s and 1980s, text-based role-
playing games and adventure games like Zork
(Lebling et al., 1979) were very popular on both
mainframes and personal computers. In Zork,
players were tasked with traversing a vast under-
ground empire. To navigate the world, scenes
would be described in text. For interaction, players
would type simple commands such as “NORTH”,
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“OPEN MAILBOX”, or speak to non-player char-
acters (NPCs) in a similar fashion, i.e. “HELLO
GNOME!”. Part of the joy in these games was
discovering what interactions were possible.

Over time, game designers replaced this pro-
cess of trial and error with a set of pre-written
options the player can choose from. As dialogue
in role-playing video games (RPGs) grew more
complex, players were afforded opportunities to
influence how the narrative in the game progressed.
To support this complexity, a game’s designers typi-
cally use a finite state dialogue management system
(Brabra et al., 2022) with a directed graph of utter-
ances (colloquially referred to as a “dialogue tree”
in industry parlance) where node reachability is
determined by the current game state.

These role-playing video games began as virtual
analogs to table-top role-playing games (TTRPGs).
In a TTRPG, players are guided by a game mas-
ter (GM) who is tasked with weaving each player
character’s (PC) story into a cohesive narrative. In
this role the GM interprets the words and actions
of each PC to determine the associated outcome in
the game world, including any responses by NPCs.
TTRPGs continue to enjoy widespread popular-
ity due to the inherent freedom afforded to players,
combined with social aspects of play. Ideally RPGs
could provide players more flexibility through free-
form input like in Zork, such that they can better
role-play their characters.

For that reason we explore a hybrid dialogue
management system in this paper — one which
melds the existing dialogue tree of the highly-
acclaimed dialogue-centered video game Disco Ely-
sium: The Final Cut (Kurvitz et al., 2021) with the
adaptability and flexibility of a virtual GM (Fig-
ure 1) powered by a large language model (LLM).
With our approach game designers do not need to
make any changes to their existing workflow. In-
stead, when it is the player’s turn to speak, rather
than show a list of options, we allow free-form
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Figure 1: Normally, the player is provided a list of dialogue options to choose from (a). In this work, we replace the
fixed options with a text input field (b). As we can see, our virtual GM correctly maps the player’s utterance to
the first dialogue option and continues as if they player had chosen that option (c). A demonstration of how the
virtual GM improvises a response designed to guide the player towards making a response that can be mapped to a
dialogue option (d).

text input. This affords players the ability to in-
teract with game in a more natural way. It also
reintroduces the joy of discovery lost in the tran-
sition from Zork to modern games. Crucially, our
approach differs from games like AI Dungeon (Wal-
ton, 2019) since we explicitly constrain the player
into choosing an existing dialogue option written
by the game’s designers, albeit through free-form
text input, thus ensuring continuity for the ensuing

narrative.

1.1 An Example Dialogue

To better illustrate the role of the virtual GM, let’s
look at a real case scenario as outlined in Figure 1.
The player is confronted with a scene in which
GARTE, THE CAFETERIA MANAGER is inspecting
a stuffed bird, followed by internal commentary by
EMPATHY from the detective’s psyche. In response,



the player states:

YOU: “Hey, whatcha doin’ with that bird?”

There are three possible dialogue options written
by the game’s writers which the player can say in
response:

1. Look at the stuffed bird.
2. “Are you the bartender?”
3. [Leave.]

Our virtual GM recognizes that the player’s state-
ment most closely matches option one and thus
continues the conversation as if they player had se-
lected that option. Since the list of dialogue options
is unknown to the player and consists of a small
finite set, not all player utterances will naturally
match the current context. Consider if the player
had instead typed:

YOU: Whistle loudly to draw the man’s attention.

There is no appropriate match among the avail-
able dialogue options. In cases like these, the vir-
tual GM takes on the persona of an appropriate
NPC in the conversation and generates a response
designed to guide the player back on track. Here
we can see our virtual GM nudging the player to
speak:

GARTE, THE CAFETERIA MANAGER: “I heard
your whistle, detective. If you have something
to say, say it.”

To validate the utility of our virtual GM, we
frame the problem as a task-oriented dialogue with
an LLM-based player agent attempting to achieve a
goal. Video games like Disco Elysium have quests
that players must complete to advance the narrative.
We select paths from the dialogue graph which re-
sult in quest completion, then task our player agent
with completing the quest. We experiment with
several virtual GMs based on OpenAI’s GPT-3.5
(Ouyang et al., 2022), GPT-4 (OpenAI, 2023) and
GPT-4-Turbo, Mistral AI’s Mixtral 8x7B (Jiang
et al., 2024), and a random baseline which always
maps the player response to a random option.

2 Disco Elysium Quests

The player in Disco Elysium: The Final Cut takes
on a persona of a amnesiac detective tasked with
solving a murder which takes place in a dystopian
city. The fact that the majority of in-game inter-
actions play out through dialogue, even including
interactions with inanimate objects (e.g. a broken
window in the first scene of the game), makes the

Solvable Quests
Eval Demo

Quests 90 9
Total Utterances 12.1 7.0
Player Utterances 3.5 1.8
Game State Updates 9.6 9.8

Table 1: Breakdown of our solvable quests for evalua-
tion (Eval) and few-shot demonstration (Demo). Utter-
ances and Game State Updates are averages per Quest
along the found path from the start of the conversation
to quest completion.

game an ideal test-bed for our exploration of hybrid
dialogue management for task-oriented dialogue.
Furthermore, the game’s 138 quests, broken down
into 199 subquests provides a large number of nat-
urally occurring tasks that can be investigated for
task-oriented dialogue. In this section, we describe
how we process the rich dialogue graph and game
state from Disco Elysium for evaluating of virtual
GM.

2.1 Extracting quests from Disco Elysium

We extract a list of quests and associated subquests
from a purchased PC version of Disco Elysium:
The Final Cut. As Disco Elysium is a dialogue-
driven game, the vast majority of the available
quests can be solved through conversations with
NPCs. In order to solve a quest, players must per-
form actions in the game world, then successfully
navigate the dialogue graph by speaking to an NPC
until they reach a target node. Some edges in the
dialogue graph contain boolean-valued precondi-
tions that must evaluate to true in order to traverse
the edge. These preconditions are encoded as Lua
scripts (Akoury et al., 2023). The actions play-
ers perform in the world alter the game’s state, by
setting variables and calling functions, which can
satisfy these preconditions.

Finding quests: Every conversation in Disco Ely-
sium has a defined starting node in the dialogue
graph. We analyze the directed graph to discover
which tasks can be solved through conversation,
which is indicated by nodes containing a call to the
game state function FinishTask. We then must
find a valid path from the starting node to the target
node. Since the dialogue graphs for each conversa-
tion contain cycles, we use breadth first search to
find an acyclic path to the target node.



Ensuring solvability: While a breadth first
search can find a path from the start of the con-
versation to the target node, a player might not be
able to successfully traverse the path, due to the
current game state. To verify the validity of the
path, we must ensure the preconditions along the
path are satisfied.

These preconditions can take on many forms,
including checking the value of certain variables,
checking whether the protagonist is wearing a cer-
tain article of clothing, etc. For example, a dialogue
option may contain the following precondition:

if Variable[
"seafort.deserter_sugg_you_are_buddies"

]

By parsing these preconditions, we can build up
a script which sets the appropriate game state that
allows traversing the path.

SetVariableValue(
"seafort.deserter_sugg_you_are_buddies",
true

)

Though we must be careful to ensure there are
no contradictory preconditions in the chosen path.
For instance, if a node further along the the discov-
ered path required that variable to be false, it would
pose a contradiction. As there are potentially many
paths to a given node in the graph, we modify our
breadth first search to only accept paths which con-
tain no game state contradictions. In doing so, we
winnow the game’s full set of quests and subquests
into a set of 99 solvable quests (Table 1). As our
approach relies on in-context learning, we combine
the original validation and test sets (Akoury et al.,
2023) as a source of demonstrations and run our
experiements over the larger training set to have a
large enough set of Quests for our evaluation.

3 A Virtual Game Master

In table-top role-playing games (TTRPGs), the role
of a game master (GM) is a highly dynamic en-
deavor. They act as the glue that holds the role-
playing experience together for the other players.
When players speak their intentions and actions,
the GM is tasked with translating those utterances
into the semantics of the game. Sometimes this can
be quite challenging, as players frequently exhibit
ingenuity and out-of-the-box thinking that can be
difficult to interpret. Successfully doing so can en-
tail multiple skills, including 1) interpreting which

rules apply, 2) responding as a non-player character
(NPC), and 3) directing what happens next.

In the context of video game RPGs, these skills
have already been baked into the game’s narrative
experience. Though out of necessity, game design-
ers must ultimately constrain the possibilities to a
finite set that they choose to handle. In this paper
we try to remove these constraints, while staying
faithful to the source material, through the use of
an LLM-based virtual GM.

LLMs have increasingly been used as dialogue
agents (Wang et al., 2023; Shanahan et al., 2023)
capable of strong zero-shot and few-shot abilities
(Kojima et al., 2022) using a combination of text-
based memory (Zhu et al., 2023) and prompting
(Liu et al., 2021). In fact, LLMs have been shown
to perform well on the two skills most necessary
for our virtual GM: selecting semantically similar
text given a list of options (Robinson and Wingate,
2023) and taking on the persona of specified char-
acters (Shao et al., 2023).

3.1 Prompting the Virtual GM
We build our virtual GM through the use of LLM-
based prompting (Liu et al., 2021). To design our
prompt to contain four main components Section A.
To ensure we provide adequate context, we first
include the title and description of the task the
player is attempting to solve.

Additionally, since our virtual GM might need
to respond in character, we provide a full transcript
of the conversation thus far. The entries in the tran-
script can include a mix of game designer written
dialogue, player written dialogue, and even from
the virtual GM taking on the persona of an NPC.

Since the virtual GM is tasked with mapping the
player’s input with an existing option, we include
the full list of dialogue options, along with the
player’s speech act. Finally, we instruct the agent to
either respond with an option number or a respond
in-character as an NPC.

Through preliminary playtesting, it became ap-
parent that in our initial zero-shot prompting ap-
proach the LLM would rarely choose an option
and would instead prefer to respond as a charac-
ter. To correct this issue, we manually curated
two few-shot examples where the model should
have mapped to an existing dialogue option, but
failed to do so. After this minor change, our virtual
GM became much more likely to correctly map
player input to an existing option, and rely less on
responding as an NPC.
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Figure 2: A flow chart describing our player agent eval-
uation framework.

4 Evaluation with a Player Agent

One important aspect in creating a hybrid dialogue
management system is how well it maps open-
ended player input to the fixed set of selections
of the underlying finite state dialogue management
system. To analyze the success of the virtual GM
in this role, we design a player agent that is tasked
with completing quests as defined in Section 2. By
looking at the success rate of the agent in complet-
ing quests, we can better understand quantitatively
how well our virtual GM performs for this task.
While conducting a human playtest is ideal (Ak-
oury et al., 2023), we can iterate more quickly using
our player agent, and thus leave human evaluation
for future work.

4.1 Prompting our Player Agent
We design our player agent in a similar fashion
to our virtual GM Section 3.1, via LLM-based
prompting (Liu et al., 2021). Agents designed to
solve tasks through natural language have been
studied extensively (Gao et al., 2019; Sanders et al.,
2022; Zhu et al., 2023). The goal of the player
agent is to successfully complete a given quest.

We design our main prompt with three key com-
ponents Section B.1. First is the title and descrip-
tion of the task the player is attempting to solve,
along with the transcript of the conversation thus
far. When then ask the LLM to respond as the
protagonist with phrase or action which will help
accomplish the goal.

We observed issues with or initial zero-shot
prompting approach, where the LLM was more
likely to engage in chitchat-like behavior rather
than actively pursue solving the provided task. By
manually analyzing the transcript from a few runs
of the model, we identified two few-shot examples

where we instead provided the model with more op-
timal responses. These few-shot examples helped
improve the quest solving ability of the models,
yet there were continued cases where the player
agent might get stuck in a repetitive loop with our
virtual GM. Combat this issue, we set a maximum
threshold for the number of back and forth gen-
erated responses we allow. After which, we alter
the prompt (Section B.2) for our player agent to
include the list of available dialogue options, and
task it with choosing the option which best accom-
plishes the quest.

4.2 Evaluation Methodology

We focus our evaluation on the performance of our
virtual GM (Section 3) while keeping the player
agent fixed. Our player agent is built around the
latest GPT-4-Turbo model from OpenAI (OpenAI,
2023) known as gpt-4-0125-preview. We exper-
iment with four base LLMs for our virtual GM —
GPT-3.5 (Ouyang et al., 2022), GPT-4-Turbo, GPT-
4, and Mixtral 8x7B (Jiang et al., 2024). In addition,
we include a random baseline which never responds
in-character, but rather always maps player input
to a random dialogue option. We set the thresh-
old for the maximum number of attempts to map
a generated response to 5, after which we prompt
the player agent to pick an option and mark the
mapping attempt as failed.

Since our validation and test sets are quite small,
we instead opt to conduct evaluations using the
training set split. Note that we do not train any of
the models, nor perform any finetuning. We merely
use off-the-shelf LLMs with few-shot prompting.

5 Results & analysis

Our experiments demonstrate the overall effective-
ness of our virtual GM at guiding the player agent
in completing the specified quests (Table 2). This
can especially be seen in comparison to the ran-
dom baseline, which only achieves a success rate
of 43%, far lower than any of the LLMs. Though
we do surprisingly find that the GPT-4 family of
models, what most research considers to be the
strongest available (Liu et al., 2023; Chalamalasetti
et al., 2023), are out-performed by the other mod-
els, GPT-3.5 and Mixtral 8x7B. In this section, we
detail the full results of our experiments and more
carefully assess this unexpected result.



5.1 Measures of Success

There are many metrics we can consider for mea-
suring the success of our virtual GM, but the most
straightforward and obvious is task completion
rate — how frequently the player agent success-
fully completes the specified quest. In Table 2 we
can see that Mixtral 8x7B helps achieve the highest
completion rate, followed by GPT-3.5, the GPT-4
family, and finally our random baseline. Interest-
ingly, the random baseline still has a reasonable
completion rate of 43%. This is likely due to the
fact that on average the player only has to perform
3.5 speech acts to complete a quest (Table 1).

While completion rate is an important factor for
our virtual GM, it’s also important to understand
how often the player has to adjust their intended
action based on feedback from the GM. For this, we
can first inspect how many input attempts the player
makes before our virtual GM is able to map it to
a pre-written option. Additionally, we can count
how frequently the player agent fails to write a
speech act that is able to be mapped after 5 attempts
(Section 4.2). We can see that on both of these
accounts, only the GPT-4 family of models take
more than one attempt to map the player agent
input.

One final metric we can assess is how many
nodes along the path we found from the start of the
conversation, to the quest completion node, does
the player encounter (Table 1). Again, Mixtral
8x7B leads the pack with an average of 8 nodes en-
countered, followed by GPT-3.5, the GPT-4 family,
and finally the random baseline.

5.2 Qualitative Analysis

As a reminder, if the player agent is unable to ad-
vance the dialogue after interacting with the virtual
GM 5 times, we have the player agent choose from
the list of pre-written options and count this as a
failure of the virtual GM (Section 4.2). It’s clear
from the previous section that on quantitative mea-
sures, the GPT-4 family of models seem to perform
more poorly as a virtual GM compared to the other
LLMs. To better understand these failure cases,
especially given how unexpected they are, we per-
form a manual inspection. Below we categorize the
failures and provide illustrative examples for the
GPT-4 models. We further examine responses from
GPT-3.5 and Mixtral 8x7B to ascertain why they
perform so well on these quantitative measures, and
whether their performance would fair well under

human evaluation.

5.2.1 GPT-4 Model Family
By analyzing the 10 failures from the GPT-4-Turbo
virtual GM, this seemingly unexpected result seems
to be caused by two main factors: a) the model
responding in an incorrect format in 6 cases, and
b) engaging in chitchat behavior rather mapping
to an existing dialogue option in the remaining 4
cases. To better understand the chitchat behavior,
we can inspect the responses of GPT-4-Turbo vs
GPT-3.5 from our example prompt in Section A.
Given the first two lines of dialogue by Garte,
the Cafeteria Manager and Empathy, our player
agent (You) says the following:

Garte, the Cafeteria
Manager: A man in his late twenties stands
behind the counter, inspecting a stuffed
seabird. As you approach, he gives you a
sideways glance, then looks down again.
Empathy: Everything is cool between you and
this guy. He's a big fan. Make some small
talk.
You: "That’s an interesting seabird you’ve
got there. How long have you been into
taxidermy?"

Given the list of dialogue options seen below,
GPT-3.5 maps the player agent’s writing (denoted
by the red underlined text above) to option number
one. While option one indicates an action, rather
than the player speaking, it does have a similar
enough connotation to match.

1: Look at the stuffed bird.
2: "Are you the bartender?"
3: [Leave.]

If instead we look at GPT-4-Turbo’s transcript,
we see that the virtual GM fails to map our player
agent’s text (denoted in red without underlining).
It instead responds in-character (denoted in blue
text) and its response leads the player agent astray
into chitchat like behavior, which results in quite a
few verbal exchanges between the virtual GM and
the player agent. After five attempts (Section C.1),
this ultimately leads to a failure of the virtual GM,
at which point the player agent is provided a list of
options and asked to choose one.1

1We note that gpt-4-0125-preview was designed to re-
duce instances of “laziness” where the model does not com-
plete a task. It could be that our virtual GM is affected by this



Agent Playtest Results

Model
Completion Input Mapping Avg Player Avg Path

Rate Avg Attempts Avg Failures Inputs Overlap
Random 43.0% 1 0 3.8 5.5
Mixtral 8x7B 76.2% 1 0 4.5 8.0
GPT-3.5 70.9% 1 0 3.1 7.6
GPT-4-Turbo 67.4% 1.5 0.1 3.3 7.0
GPT-4 62.5% 1.7 0.3 3.9 6.5
GPT-4o 66.3% 3.2 1.3 3.6 7.4

Table 2: Results from our player agent attempting to solve quests in Disco Elysium using our LLM-based virtual
GMs.

GPT-4 ends up with 23 failures, none of which
are due to an invalid response format. This behavior
differs from GPT-4-Turbo, where the majority of
failures (6 out of 10) were due to formatting. With
these GPT-4 failures it seems that when the player
agent deviates from the available dialogue options,
GPT-4 begins to ignore the options and instead
focuses on chitchat like behavior (Section C.2).

Surprisingly, the newest model GPT-4o performs
the worst of all, resulting in 125 failures. While
the model responded in an incorrect format 6 times,
only one of these instances resulted in the player
agent being shown the list of options. The vast
majority of the failures seemed to be caused by
GPT-4o being more pedantic with regards to map-
ping without clear enough feedback (Section C.3).

5.2.2 GPT-3.5 & Mixtral 8x7B

As we can see from Table 2, GPT-3.5 appears to
map player input to a dialogue option on the first at-
tempt. In fact it only makes a second attempt twice,
and in both of those instances it responds in an in-
correct format stating that no options match (rather
than responding in-character). Though when we
inspect the mappings the model makes, we find
wildly inconsistent results. To illustrate this point,
we again look at the quest from Section A. Though
this time we manually provide input to GPT-3.5,
rather than use the player agent, to assess how the
model behaves in circumstances where it should
and should not map the player input.

“laziness”. https://web.archive.org/web/2024012518
5745/https://openai.com/blog/new-embedding-model
s-and-api-updates

Garte, the Cafeteria
Manager: A man in his late twenties stands
behind the counter, inspecting a stuffed
seabird. As you approach, he gives you a
sideways glance, then looks down again.
Empathy: Everything is cool between you and
this guy. He's a big fan. Make some small
talk.
You: "I just woke up with a massive hangover
and can’t remember who I am. Do you remember
me?"

Inexplicably, GPT-3.5 maps this to option 1:
Look at the stuffed bird. rather than generate
a response in-character. We continue the conversa-
tion until the next player input:

. . .
You: "I just woke up with a massive hangover
and can’t remember who I am. Do you remember
me?"
Garte, the Cafeteria
Manager: A competent work of taxidermy, the
white and brown seabird lies among piles of
coasters and drying mugs, one of its wings
broken. The man is trying to mend it.
Garte, the Cafeteria Manager: Looks like the
bird was ripped off the shield that was
used to mount it -- most likely on a wall.
Encyclopedia: This is a great skua. The
seabird is the symbol for the discovery of
the Insulindian isola, the part of the world
you are in right now.
Perception
(Sight): The small steel tag says as much: "
The Great Skua (Stercorarius skua)."
You: "Uh... you didn’t answer my question."

Again, this gets mapped to the nonsensical op-
tion 1: "What happened to the bird?" from
the following list:

https://web.archive.org/web/20240125185745/https://openai.com/blog/new-embedding-models-and-api-updates
https://web.archive.org/web/20240125185745/https://openai.com/blog/new-embedding-models-and-api-updates
https://web.archive.org/web/20240125185745/https://openai.com/blog/new-embedding-models-and-api-updates


1: "What happened to the bird?"
2: "Can I help you with that?"
3: "That's the great skua, right?"
4: Say nothing.

Though understandably the model does not al-
ways behave poorly. If we provide a player input
that the model can reasonably map, it does so.

. . .
You: "Uh... you didn’t answer my question."
Garte, the Cafeteria Manager: "Look, your *
buddy* is over there." He looks at the doors,
where a man in a bomber jacket is tapping
his foot on the floor.
Garte, the Cafeteria Manager: "Why don't you
go and talk to him, okay?"
You: "I’m talking to *you* bozo."

In this case, the model chooses a reasonable
mapping from a list of two options, 2: "I talk
to whomever I please."

1: "What do you mean, 'my *buddy*'?"
2: "I talk to whomever I please."

Mixtral 8x7B behaves identically to GPT-3.5 in
this scenario, up until this point. Though for this
final mapping the model incorrectly maps the input
to 1: "What do you mean, ’my *buddy*’?"
Then due to cycles in the dialogue graph, we are
back to the dialogue node from the start of the
conversation.

. . .
You: "I’m talking to *you* bozo."
Garte, the Cafeteria
Manager: He pretends not to hear you,
concentrating on the bird instead.
You: "Yoo hoo! I’m standing right here!"

Again the model chooses the inappropriate map-
ping 1: Look at the stuffed bird. Though
this time, it’s response includes additional com-
mentary (Section C.4), despite the prompt explic-
itly stating: Please only respond with the
option number. Interestingly, part of the expla-
nation the model provides includes a reasonable
in-character response. Unfortunately it’s not in the
specified format, so cannot be used as such.

6 Conclusions

As we can see, the conclusions we draw from
our quantitative analysis (Section 5.1) appear to
conflict with our qualitative analysis (Section 5.2).
This can be partially explained by the nature of the
dialogue graph and the quests. First, it’s important
to understand that the dialogue graph can contain
cycles, so even if the virtual GM performs a poor
mapping for a particular input, the player agent
may get another opportunity to advance toward the
goal. Next is the nature of the quests. A player
on average only has to perform 3.5 speech acts to
complete a quest (Table 1). This allows even the
random baseline to still achieve a completion rate
of 43%.

Ultimately, the discrepancy is due to the diffi-
culty of assessing the quality of a mapping automat-
ically. To address this shortcoming, a playtest with
real human players is needed, which we plan on
doing. Preliminary playtests indicate players find
interacting with the virtual GM fun, though one
individual stated the system seemed “pigheaded”
as it strongly guided the player toward the available
dialogue options.

7 Related Work

Dialogue management comes in many forms, from
hand-crafted to data-driven approaches (Brabra
et al., 2022). Our work tries to bridge these broad
categories by devising a hybrid approach — one
that relies on merging the hand-crafted dialogue
management found in video games, with data-
driven LLMs. This differs from most recent work
exploring video game environments, which have
typically pursued a fully data-driven approach (Gao
et al., 2019; Park et al., 2023).

Many of these neural approaches are designed
with reinforcement learning in mind (Côté et al.,
2018). Though recently, LLMs have shown
promise as an alternative (Zhu et al., 2023; Shao
et al., 2023). These works view LLMs through the
lens of dialogue agents (Zhang et al., 2018) capa-
ble of solving multi-turn open-ended tasks across
many environments (Liu et al., 2023).

Our virtual GM can be viewed as an alternative
to the slot filling approaches (Budzianowski et al.,
2018) common to task-oriented dialogue (Wen
et al., 2017). We combine the strengths of finite
state dialogue management (Laranjo et al., 2018),
namely strict control over how the dialogue unfolds,
with the flexibility afforded by neural agents.
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A Virtual Game Master Prompt

Below you can see the four main components of
our virtual GM prompt. The first is the task descrip-
tion, which we provide to the virtual GM to ensure
responses match the intended goal. When then pro-
vide a transcript of the conversation along with the
list of options. Finally, we provide the player writ-
ten text and ask the LLM to either respond with an
option number or respond as an NPC.

Pretend you are a detective in a video game
trying to solve a murder case.
As part of solving the case, you need to
complete the following task.
Title: Interview cafeteria manager
Task: The cafeteria manager of the
Whirling-in-Rags might know something
about the murder that happened in the yard
. Ask him about it.

Here is a transcript of your conversation (
along with any internal thoughts from your
psyche) thus far.
Garte, the Cafeteria
Manager: A man in his late twenties stands
behind the counter, inspecting a stuffed
seabird. As you approach, he gives you a
sideways glance, then looks down again.
Empathy: Everything is cool between you
and this guy. He's a big fan. Make some
small talk.
You: ``Interesting seabird you're fixing
there, Garte. Been doing taxidermy long?''

Given the following options that you could
say next:
1: Look at the stuffed bird.
2: ``Are you the bartender?''
3: [Leave.]

Which option best matches the following:
"Interesting seabird you're fixing there,
Garte. Been doing taxidermy long?"

Please only respond with the option number.
If no option matches, please respond as one
of the characters from the conversation.
Anytime a character speaks, their words
should be within quotation marks like in a
book. Start the response with the character'
s full name followed by a colon. 'You:'
refers to the detective. NEVER speak or act
as the detective, i.e do not include 'You:'
in your response. Your response should match
the mood and mannerisms of the selected
character. Your response should STRONGLY
guide the detective to say something which
matches one of the available dialogue
options. When responding as a character, you
should NEVER directly refer to any of the
dialogue options or their numbers.

B Player Agent Prompts

We have two separate prompts for our player agent.
The default prompt instructs the agent to generate a
response. In case the conversation does not advance
after a pre-specified number of turns, the player
agent is provided a different prompt and is asked
to select from the list of pre-written options by the
game’s designers.

B.1 Player Agent Default Prompt
Below you can see the main components of our
player prompt. The first is the task description,
which we provide to the player agent to ensure
responses match the intended goal. When then
provide a transcript of the conversation and ask the
LLM to respond as the protagonist.

Pretend you are a detective in a video game
trying to solve a murder case.
As part of solving the case, you need to
complete the following task.
Title: Interview cafeteria manager
Task: The cafeteria manager of the
Whirling-in-Rags might know something
about the murder that happened in the yard
. Ask him about it.

Here is a transcript of your conversation (
along with any internal thoughts from your
psyche) thus far.
Garte, the Cafeteria
Manager: A man in his late twenties stands
behind the counter, inspecting a stuffed
seabird. As you approach, he gives you a
sideways glance, then looks down again.
Empathy: Everything is cool between you
and this guy. He's a big fan. Make some
small talk.

Write what you would say or do next. Ensure
you respond to what 'Empathy' said last.

Please respond as the detective. Anytime you
speak, your words should be within
quotation marks, like in a book. Start the
response with the character's full name
followed by a colon, i.e. 'You:' Your
response should match the mood and
mannerisms of your character. You should
ONLY respond as the detective. NEVER speak
as another character.

B.2 Player Agent Options Prompt
Below you can see the main components of our
player options prompt. The first is the task descrip-
tion, which we provide to the player agent to ensure
responses match the intended goal. When then pro-
vide a transcript of the conversation along with a
list of available dialogue options and ask the agent
to choose one.



Pretend you are a detective in a video game
trying to solve a murder case.
As part of solving the case, you need to
complete the following task.
Title: Interview cafeteria manager
Task: The cafeteria manager of the
Whirling-in-Rags might know something
about the murder that happened in the yard
. Ask him about it.

Here is a transcript of your conversation (
along with any internal thoughts from your
psyche) thus far.
Garte, the Cafeteria
Manager: A man in his late twenties stands
behind the counter, inspecting a stuffed
seabird. As you approach, he gives you a
sideways glance, then looks down again.
Empathy: Everything is cool between you
and this guy. He's a big fan. Make some
small talk.

Given the following options that you could
say next:
1: Look at the stuffed bird.
2: ``Are you the bartender?''
3: [Leave.]

Which option best leads to solving the
current task? If no option seems to match,
then choose one randomly. Please only
respond with the option number.

C Failure Cases

C.1 GPT-4 Turbo Failure Case

An example of GPT-4 Turbo devolving into
chitchat behavior.

Garte, the Cafeteria
Manager: A man in his late twenties stands
behind the counter, inspecting a stuffed
seabird. As you approach, he gives you a
sideways glance, then looks down again.
Empathy: Everything is cool between you and
this guy. He's a big fan. Make some small
talk.
You: "Interesting seabird you’re fixing
there, Garte. Been doing taxidermy long?"
Garte, the Cafeteria Manager: "I’m not
really the one for hobbies like taxidermy.
My focus is running this place. Did you need
something else, detective?"
You: "Actually, yes. I’m here about a murder
that took place in the yard. Know anything
about it?"
Garte, the Cafeteria Manager: "If it’s
information you’re seeking, detective, then
asking direct questions is the right
approach. Let’s stick to the matter at hand,
shall we?"
You: "Fair enough, Garte. Can you tell me
what you saw or heard on the night of the
murder?"
. . .

C.2 GPT-4 Failure Case

Below we can see an typical failure case. The con-
versation starts with the Washerwoman speaking,
interspersed with two parts of the player’s psyche
(Encyclopedia and Reaction Speed). The first
two player utterances are correctly matched, but
the virtual GM fails to map the third.

Washerwoman: The woman next to a bucket of
clothes hums an odd melody. Her eyes are
closed.
Encyclopedia: You're not sure about the
melody, but it might be South Samaran,
possibly Siigayan (also known as the Apricot
Suzerainty).
Washerwoman: ``Welcome to the fishing
village." She opens her eyes. "Please lean
in closer. I have cataracts.''
Reaction
Speed: Then how does she know you're here?
You: "I’m looking for someone. Maybe you’ve
seen her? Ruby is her name."
Washerwoman: ``Oh." A shadow passes over her
face. "Welcome, police officer. We don't
cause any trouble around here -- and we don'
t *want* any trouble either.''
You: "I understand your concerns, and I
assure you, my only aim is to bring
resolution to a serious matter. Any
information about Ruby would greatly assist
in that. It’s not about causing trouble, but
solving it."
Washerwoman: ``Oh, of course. Last time we
saw you around here was... twelve years ago.
You also came to take care of trouble then.
Which you *did*... but, still, in
Martinaise you're considered an ill omen.''
You: "That past is not what I’m here to
repeat. Right now, I’m hoping to prevent
more trouble by finding Ruby. Can you tell
me anything about her whereabouts?"
. . .

From the list of options, we can see that the
virtual GM was justified in producing a response
rather than making an arbitrary mapping.

1: ``Wait, I've been here before?''
2: ``What kind of ill omen are we talking
about?''
3: ``I *am* an ill omen, alright." (Proceed
.''
4: ``If I'm considered an ill omen, why
hasn't anyone told me that?" (Proceed.''

Unfortunately, what follows is a tendency for
the virtual GM to then ignore any attempts at guid-
ing the player agent into choosing an option, but
instead to focus on chitchat behavior. This back
and forth continues until the virtual GM reaches
the maximum number of attempts, then shows the
player agent the list of dialogue options to choose



from.

. . .
You: "That past is not what I’m here to
repeat. Right now, I’m hoping to prevent
more trouble by finding Ruby. Can you tell
me anything about her whereabouts?"
Washerwoman: "I can see in your eyes that
you mean well, officer. But I have to be
careful for the sake of the village. The
past visits of the police have left us wary.
You understand, don’t you?"
You: "I do understand your concern, and I
respect the need to protect your community.
Let me reassure you, my visit today is
solely focused on ensuring the safety of not
just your village, but everyone involved in
this situation. Any help or even the
smallest detail could be significant. I
promise, your assistance will not bring
trouble to your doorstep."
Washerwoman: "You’re very persuasive,
officer. You do know how to say the right
things. Maybe I’ve misjudged you and your
intentions... It’s true you cause ripple
effects, but I see determination in your
eyes. Now, what else would you like to
know?"
. . .

C.3 GPT-4o Failure Case

The failure case below higlights that GPT-4o some-
times steers the conversation off topic and gener-
ates text in an incorrect format.

Garte, the Cafeteria
Manager: A man in his late twenties stands
behind the counter, inspecting a stuffed
seabird. As you approach, he gives you a
sideways glance, then looks down again.
Empathy: Everything is cool between you and
this guy. He's a big fan. Make some small
talk.
You: "That’s an interesting piece you’ve got
there. How did the bird end up with a broken
wing?"
Garte, the Cafeteria Manager: "It was ripped
from the shield. Probably during one of the
bar fights. But that’s not important right
now. What are you really here for,
detective?"
You: "I’m here to talk about the murder that
happened in your yard. What can you tell me
about the events leading up to it?"
There is no option that matches your
provided line. Here is a response from one
of the characters:

*Garte, the Cafeteria Manager:** "Detective,
let’s not get sidetracked. Are you actually
interested in the skua, or is there
something else you need? Perhaps you want to
know more about the bar or the people around
here?
You: "Could you walk me through the timeline
of that night? Any detail, no matter how
small, could be crucial."
Garte, the Cafeteria Manager: "Detective, if
you’re truly interested in the events of
that night, you might need to gather more
details from other sources as well. But I’m
here to help, so ask me anything relevant to
the case.Ḧe pauses and then adds, Ïs there
something on your mind about the bird, or
are you just trying to piece things
together?"
You: "Let’s keep our focus on the murder
case. Who were the last people to see the
victim alive, and did anyone from the bar
interact with him that night?"
. . .

C.4 Mixtral 8x7B Failure Case

In the following case, our Mixtral 8x7B based vir-
tual GM provides a response in an incorrect format.
It provides both a mapping and a hypothetical re-
sponse as a character from the dialogue.
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As Garte is currently preoccupied with the
stuffed bird, it would be a natural course
of action for the detective to direct their
attention towards it as well. This would not
only provide an opportunity for the
detective to show genuine interest in
Garte’s work, but also grant them a moment
to collect their thoughts and reconsider
their approach. By examining the bird, the
detective could potentially discover new
details about it, or simply use it as a
conversation starter, allowing them to
re-engage Garte in a more civil manner.

Garte, the Cafeteria Manager: “I’m in the
middle of something here. Can we continue
this conversation later?”
You: “Certainly, I’m sorry to have disturbed
you. I’ll take a closer look at this great
skua. It’s truly a fascinating specimen.”

By expressing genuine curiosity about the
bird, the detective not only demonstrates
respect for Garte’s work but also redirects
the conversation towards a more productive
and neutral topic, allowing them to gather
their thoughts and potentially re-approach
the initial question at a later time.
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